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Charles Darwin, the noted English naturalist, stated “It is not the
strongest of the species that survives, nor the most intelligent, but
the one most responsive to change.”

Everyone agrees our industry is swarming with change and chal-
lenge. We would also agree that this is really nothing new, and
one would think we should have just gotten used to it by now.
Due to disruptive technologies, new policies, increasing customer
expectations, failing economies and natural disasters, the ICT
(Information and Communications Technology) industry under-
stands firsthand how pervasive change is. In fact, we may have
made peace with the notion that there will be more change and not
less going forward. But consider the other side of the coin.

We are primary drivers of change in our culture. Businesses small
and large are responding to the innovations we deliver to the mar-
ketplace every day. Our children receive an education differently
because of us. Healthcare practices are in the throes of massive
reorganization as technology moves to the front of their thinking.
Utilities are delivering power, water and gas with an entirely new
mindset focused on technology. The entertainment industry is fac-
ing incredible challenges as they respond to OTT applications and
shifts in revenue streams. Even the daily commute in today’s smart
cars is being changed by what we do. Let’s face it, our industry is a
big deal and we are rocking the boat for everyone else!

All of which brings us to the topic of the editorial focus for this
issue of Skinny Wire, The Data Center. These are the warehouses
of all the data our world generates, providing both the capacity
for storing it and the required security to ensure it survives and is
protected from unauthorized access. The resulting product, cloud
services, is the new darling everyone is figuring out how to mon-
etize and market.

Some have asserted we are in a post-computer era, simply mean-
ing we rely less and less on the traditional fixed station computer
to get our work done and access the data required for daily living.
In place instead (though technically still a computer) are our mobile
devices — smart phones and tablets — that connect us with our
world anywhere we go. Data generation is no longer limited to the
workplace or the home, or even the traditional place of business.
We create data nearly continuously as we swipe debit cards, text
family and friends, scan QR codes, blog, make purchases on the
mobile device, drive our cars through the easy pass lane, post on
our social media sites, make our stock transfers, check our bank
account balances, engage with our children’s school, read the daily
news, check our horoscope, make flight reservations, create and
submit expense reports, purchase books and music, pay our taxes
and more. It just doesn’t stop.

And all of us in the ICT industry, we just stop and smile.

Data is big business. Collecting it, storing it, turning it into intel-
ligence, monetizing it, all the order of the day. Let's not only

respond to the change around us, let’s lead it!
ﬁ
Rano Y Turner

Editor, Skinny Wire

Director, Marketing Communications
Walker and Associates
336-731-5246
randy.turner@walkerfirst.com
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The Wise Guy

As Director of Technology
for Walker and Associates,
Rodney Wise confronts

a variety of technical
guestions on a daily basis.
His broad background
provides him a real-world
perspective of challenges
and opportunities telecom
engineers and project
planners face in the field.
The Wise Guy is a regular feature in The
Skinny Wire.

Data Center Heat and

Highways

By Rodney Wise
Director of Technology
Walker and Associates

Data centers are not a new concept. Many
companies have had internal data centers
for decades. These central depositories
and control points were the nerve centers
for company IT organizations. They con-
sisted of servers and storage for all aspects
of their business from human resources to
customer billing. The exponential demand
for Internet connectivity during the dot com
bubble created a boom for public or cloud
data centers. Smaller dot com companies
could not afford to build their own fast, re-
liable Internet presence. They contracted
services to data centers to quickly get their
product, creativity and/or services to the In-
ternet market place. The data center market
continues to grow as demand for services
increase.

The number of data centers is expected
to grow by 20,000 over the next five years
to support increasing cloud services de-
mand. These facilities along with the exist-
ing 28,000 data centers in North America
require a tremendous amount of power. It
is estimated that currently two percent of
the national power grid goes into powering
existing data centers. Roughly seventy-five
percent of that usage is going to the HVAC
systems. As you can imagine, there is a
tremendous amount of research going into
heat exchanger technology to help offset
the expense of running the HVAC systems.
As a nation, we have been slow to adopt
alternative energy sources. It is refresh-
ing to see data centers driving some level
of research into alternative cooling sources.
More, however can be done to improve the
carbon footprint of our data centers.

Until recently, little thought was put into the
carbon footprint of the data centers. Loca-
tions of data centers were dictated by the
availability of traditional grid power. Often
the location of surplus grid power was not
the ideal location for other necessary data
center components such as connectivity
and qualified personnel. Also, these loca-
tions were not usually optimal for explor-
ing alternative energy. Alternative energy
sources may in the future eliminate the need
to locate near existing surplus energy, and
data centers can be located in areas more
suited to other critical requirements. There
have been some instances of notable data
center deployments near rivers for using

water cooling. This served the purpose well,
but the resulting costs to provision a means
to cool the water before reintroducing it
into the river system was cost prohibitive.
Without investing into these costs, the en-
vironmental impact of increased water tem-
perature in the river system continues to be
unacceptable. Tradeoffs on reaching power
requirements will always consume resourc-
es. Finding the right balance between envi-
ronmental concerns and cost is paramount
to finding the right alternative power and
subsequent cooling solution. The technol-
ogy exists for a number of solutions such
as solar, wind, water, tidal, and geothermal.
These are all great solution options to im-
prove the efficiency of the overall network.

Another consideration on network efficiency
is in the paths to the data centers. In the
past, a great deal of time and energy was
invested in discussing backhaul strategies.
Most thinking has been in terms of finding
alternative methods and procedures to re-
duce all aspects of cost. The high capital
costs of equipment and fiber deployments,
or the high recurring costs of leased facili-
ties, substantiate the time and energy spent
on the subject. | contend there are certain
contradictions within our industry surround-
ing past efforts of cost balancing backhaul
and our progression toward all things cloud
and the large data center engines support-
ing the cloud.

Some areas of the network have been op-
timized while centralizing more and more
commerce in data centers. One may be ac-
curate in predicting that the highways going
into these commerce points are going to get
awfully congested. Caching closer to the
consumer is an avenue worth exploring in
efforts to relieve congestion on the highway.
Improving cache technology and increasing
cache points will increase network efficien-
cy. Smarter connectivity and higher band-
width pipes, i.e. 100Gbps between data
centers and other components of the cloud,
will also help to increase efficiency.

As cloud computing grows, so will the need
to increase network efficiency. The balanc-
ing of environmental concerns, network ef-
ficiencies, and increasing demand for data
is a significant task for our industry. Let’s get
started!
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Carrier Ethernet for Private Cloud
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By Ralph Santitoro

Director of Carrier Ethernet Market Development

Fujitsu

Today, the Internet is the predominant wide
area network (WAN) used to deliver cloud
services. Interestingly, little attention has
been paid to the WAN by the cloud com-
munity. Their main focus has been on cloud
infrastructure and services (laaS, PaaS,
SaaS) and networking within the data cen-
ter. However, large enterprises are hesitant
to move their mission-critical applications to
the cloud when delivered over the Internet.

Challenges and factors limiting enterprise
cloud service delivery over the Internet in-
clude:

» Security

* Network Performance (SLA)
» Data Governance

» Regulatory Compliance

When enterprises consider moving their ap-
plications to the cloud, the WAN becomes
an important part of that decision process.
They need to consider the WAN’s availabil-
ity, consistency of QoS performance and
security vulnerabilities — all of which could
impact business continuity. Furthermore,
in order to meet regulatory compliance
and data governance requirements, the
enterprise’s cloud-based data may need to
reside physically within a specific country.
This is difficult to achieve using the public
Internet.

With public cloud services, anyone with an
Internet connection can purchase and use
the service. This makes it very difficult for
the enterprise’s IT department to manage
data leakage or conform to governmental
information privacy requirements such as

“Carrier Ethernet
continues to
be one of the
fastest growing
WAN services for
enterprise business
connectivity . ..”

those defined in the Health Insurance Por-
tability and Accounting Act (HIPAA) or the
Gramme-Leach-Bliley Act (GLB) in the Unit-
ed States.

To meet their requirements, enterprises of-
ten look to stand up their cloud environment
in their own data centers or outsourced to
a third party private cloud service provider
(often referred to as virtual private cloud).
A private or virtual private WAN is the pre-
ferred choice to interconnect the enterprise
locations with the data center housing their
cloud infrastructure.

Carrier Ethernet continues to be one of the
fastest growing WAN services for enterprise
business connectivity and is a natural fit for
delivery of private cloud services. Carrier
Ethernet enables new and more flexible
ways to interconnect data centers and in-
terconnect enterprise cloud consumers to

their cloud service providers. MEF-defined
Carrier Ethernet service types, namely, E-
Line, E-LAN, E-Tree and E-Access, provide
a broad range of connectivity options that
provide flexibility to meet different deploy-
ment scenarios.

Carrier Ethernet provides different ben-
efits for each stakeholder in the cloud ser-
vice ecosystem. Carrier Ethernet enables
Cloud Service Providers to deliver private
cloud services that can differentiate their
public cloud offerings which are becoming
commoditized due to the dominant position
of Amazon Web Services (AWS) or Amazon
Elastic Compute Cloud (EC2).

Ethernet service providers can position
their Carrier Ethernet services to focus
more on the end-user applications instead
of simply generic connectivity services.
Ethernet service providers can leverage
their well-established, trusted relationship
with their enterprise subscribers to deliver
private cloud solutions through internal of-
ferings or partnerships with 3rd-party cloud
service providers.

Finally, Carrier Ethernet puts the enterprise
IT department in control of users accessing
the private cloud services enabling them to
meet the organization’s security policies,
data governance and regulatory require-
ment while meeting the application require-
ments for QoS performance and high avail-
ability.
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How Ethernet Enables Cloud Connectivity

By Rosemary Cochran
Principal and Co-Founder,
Vertical Systems Group

Enterprise IT managers cite cloud comput-
ing as among their most important initia-
tives this year. Nearly two-thirds of them
have already begun transitioning their busi-
ness-critical applications to the cloud. A
driving force is the exponential rise of big
data that requires massive storage, virtu-
alized computing and ready accessibility
from anywhere in the world.

Carrier Ethernet has emerged as a stra-
tegic technology for enabling cloud con-
nectivity in this environment. Worldwide
demand for business Ethernet services
will reach $45.1 billion by 2016, based on
Vertical Systems Group’s projections. An
evolving market driver is the migration of
legacy wide area network architectures to a
new generation of public, private and hybrid
cloud computing models.

Ethernet is the service of choice for higher
bandwidth applications due to lower costs
per bit as compared to legacy services,
plus scalable connectivity to multi-gigabit
speeds. Global business Ethernet band-
width has surged beyond bandwidth for
legacy data services and will continue to
climb during the next several years. The
U.S. market was slightly ahead on this
trend, with the Ethernet vs. legacy band-
width crossover occurring in 2011.

Cloud models map to application and con-

nectivity requirements. The most common

cloud offerings are SaaS (Software

as a Service), PaaS (Platform as a

Service) and laaS (Infrastructure

as a Service). Public cloud ser-

vices (e.g., AWS, Google, etc.)

support shared applica-

tions, accommodate dis-

tributed users and are

generally accessible

via the Internet. Private

clouds are designed for

use by a single entity

and accommodate

business-critical

applications  with

specific  security

or performance

requirements.

Private clouds

reside at enter-

prise data centers,

off-site data centers

or collocation facili-

ties, or are managed by a

cloud service provider (e.g., AT&T,

CenturyLink Savvis, Verizon Terremark,

etc.). Connectivity for private clouds is

deterministic, so deployments primarily rely

on Ethernet or other dedicated network ser-

vices. Some private cloud designs integrate
wireless access to selected applications.

The reality is that many enterprises have
a mix of applications, requiring the use of
multiple public or private clouds. Hybrid
implementations that incorporate both pub-
lic and private cloud functionality are also
gaining traction, with advanced deploy-
ments integrating resources and cross-
domain data sharing.

Ethernet enables cloud connectivity through
several service types:

» Ethernet Private Lines (EPLs) and
Ethernet Virtual Private Lines
(EVPLs) are the top services for
private cloud and inter-data center
connectivity. EPLs provide point-
to-point connections, while EVPLs
also support point-to-multipoint
connectivity using EVCs (Ethernet
Virtual Connections). Traffic
prioritization is provided through CoS
(Class of Service) features.

» Ethernet DIA (Dedicated Internet
Access) services are used primarily
for connectivity to public cloud
offerings.

» E-Access to IP/MPLS VPN
implementations are increasing for
hybrid Ethernet/IP VPNs that link to
public services or to private clouds.

» E-LAN services are used for private
cloud connectivity between on-net
enterprise sites and data centers.
Metro LAN services connect sites
within a metro area, and WAN
VPLS services support wide area
topologies.

Ethernet-based cloud connectivity is also
heating up for collocation companies (e.g.,
Equinix, Telx, etc.). Exchange services offer
vendor-neutral connections among cloud
providers, content/media providers, net-
work service operators and enterprises.
Ethernet simplifies physical connections
for exchange participants and enables vir-
tual interconnectivity. These capabilities
facilitate new business models that disrupt
the economics of traditional wide area net-
works. Look for exchange ecosystems to
expand their cloud offerings during 2013.

Standards for Ethernet-based cloud con-
nectivity continue to advance. The MEF’s
Carrier Ethernet 2.0 (CE 2.0) initiative pro-
vides guidelines for cloud-ready Ethernet
services and equipment. Developments are
focused on multi-network Interconnectivity,
end-to-end SLAs  (Service Level
Agreements), application-aware QoS
(Quality of Service) and dynamic bandwidth
provisioning. A new CE 2.0 certification pro-
cess aims to ensure standards adherence.

There is also strong momentum for Software
Defined Networking (SDN). Ethernet pro-
viders are evaluating the benefits of SDN
to support their IP networks, data centers
and cloud services as well as to facilitate
the delivery of enhanced capabilities like
on-demand service provisioning.

What'’s really clear about the shift to cloud
computing is that network connectivity is
essential, and increasingly more complex.
Cloud users want high speed, reliable,
secure, manageable access to their appli-
cations. Monetization opportunities abound
for Ethernet providers that can successfully
deliver innovative cloud services and flex-
ible connectivity solutions.

Rosemary Cochran is the principal and co-
founder of Vertical Systems Group, a mar-
ket research firm located in Norwood, Mass.
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“...the need for
Intelligent high-
capacity Ethernet
NTUs increases
with the rise in
data traffic fro
mobile broadb
applications . ..”
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Injecting IQ Into

By: Dana Kaplan
Technical Marketing Editor
RAD Data Communications

Public and private cloud connectivity, real-
time trading, and data center hosting have
been driving the adoption of 10GbE trans-
port for quite some time, mostly as Layer
1 wavelength division multiplexing (WDM).
In recent years, however, a sharp increase
in data traffic -- particularly for data center
interconnectivity, cloud access, and zero-
latency financial trading -- has fostered its
adoption as a Carrier Ethernet connectivity
solution and brought it closer to the cus-
tomer premises.

In 4G/LTE mobile backhaul and whole-
sale services, it is available right off the
cell tower, while 10G Ethernet rings are
deployed in the access network. 10G
Ethernet now dominates the service hand-
off points for certain applications and pro-
vides a natural evolutionary path to 40G
and 100G Ethernet, which set the new
standard for pipe capacity in upcoming
years.

Capacity Follows an Evolutionary Path

10G Ethernet represents the fastest grow-
ing capacity segment in enterprise ser-
vices: According to market research firm
Ovum, service revenues are expected to
grow from $1.3 billion in 2012 to $4.5 bil-
lion (metro) or even $5 billion (national) in
2016 worldwide.! (See Figure 1.)

However, extending high capacity into the
customer premises is not sufficient where
premium SLA-based services and mission
critical applications are involved. Today

there is a real need for high capacity
access combined with service manage-
ment and SLA assurance and, as a result,
the “large pipe” must also be accompanied
by intelligent demarcation in relevant loca-
tions.

Indeed, a majority of carriers and service
providers responding to Heavy Reading’s
May 2012 Ethernet Executive Council
Survey indicated that 10G Ethernet intel-
ligent (network interface devices (NIDs)
are among the next-gen technologies that
appear of greatest interest to them, with
nearly 60 percent either deploying or test-
ing 10G Ethernet Intelligent demarcation
platforms.?

IQ Definitions Vary by Segment

Another interesting development in 10G
Ethernet relates to carrier-to-carrier con-
nectivity. Where service providers lease
Ethernet connections from local or whole-
sale carriers in order to reach out-of-foot-
print customers, a 10 GbE NID is required
to delineate the hand-off point and mark
the respective service and network main-
tenance domains. This is especially rel-
evant to services involving super-platinum
SLAs -- such as for the financial sector
-- where tight control, end-to-end visibility,
and extreme resiliency must be coupled
with high-capacity connections.

10 GbE platforms that are installed at car-
rier hotels or between provider networks
must therefore be equipped with a set

Figure 1. Enterprise Ethernet services by capacity segmentation by revenue.



10G Ethernet

of relevant capabilities, some of which
they share with customer premises 10GbE
NIDs. The following capabilities are needed
to enable wholesalers and carriers to meet
4 service requirements:

e Metro Ethernet Forum (MEF)
CE 2.0 Compliance - To
deliver standardized E-Line, E-LAN
and E-Access (E-NNI) services.
This ensures consistency in service
definition, handling and, ultimately, in
user experience.

e Hard QoS and Sophisticated Traffic
Management - To meet tight SLAs
by appropriately handling multi-priority
traffic while ensuring latency, jitter,
and packet delivery performance on a
per-flow basis.

* OAM, Testing, and Performance
Monitoring Capabilities - A
comprehensive toolset of hardware-
based mechanisms for managing
the service life cycle seamlessly end-
to-end, even across third-party
networks. These include service turn-
up validation, on-going monitoring of
specific SLA KPlIs, fault management
and throughput testing.

e Resiliency - To ensure the highest
possible service availability with
system, power supplies, port, and
service path redundancy, including
Ethernet Ring protection Switching
(ITU-T G.8032 ERPS).

Scale is the main difference between 10
GbE NIDs installed at enterprise head-
quarters or data centers and the platforms
deployed in PoPs to extend service reach
and ensure end-to-end SLA performance
for services spanning multiple provider
networks. While a CPE may need to sup-
port a relatively small number of services
and no more than a couple of hundreds
of flows, an inter-carrier NID should sup-
port thousands of services concurrently, as
well as perform high capacity grooming of
Ethernet OAM and performance monitoring
sessions.

Combining all of the capabilities mentioned
above in a single, small form-factor device
can significantly lower carrier total cost
of ownership (TCO) in more than one

perspective. First, by combining various
functionalities typically requiring multiple
devices in a single box, carriers can reduce
the number of elements they need in their
access network and lower their invento-
ries. Second, by optimizing capacity-to-
size ratio, such platforms require smaller
rack space and allow service providers to
reduce real estate, cabling and rental costs
at the PoP.

In 3G and LTE mobile backhaul networks,
the need for intelligent high-capacity
Ethernet NTUs increases with the rise in
data traffic from mobile broadband applica-
tions, and with operators’ expectation of
strict SLA guarantees per class of service
from their transport providers. These smart
NID capabilities are required at the trans-
port aggregation points, where traffic from
multiple cell sites is collected onto 10 GbE
links.

Here, too, equipment requirements include
standard service definition, flow-based traf-
fic management, extensive service lifecycle
and performance management capabili-
ties, resiliency, and capacity. The exact-
ing nature of mobile backhaul networks
adds a need for timing and synchronization
over packet mechanisms to be integrated
into such platforms to mitigate the risk of
impaired cell hand-offs and dropped calls.
The addition of Timing over Packet attri-
butes -- such as 1588 Grandmaster capa-
bilities (the root timing reference in net-
works using IEEE 15888 Precision Timing
Protocol for synchronization) -- to 10 GbE
mobile demarcation/aggregation devices
satisfies carriers’ needs for lowering costs
when delivering top-notch performance.
Once again, combining multiple functional-
ities in a single device eliminates the need
for costly stand-alone equipment.

Intelligence Outlook

Public and private cloud connectivity, real-
time trading, and data center hosting are
some of the business applications driving
the adoption of 10 GbE connectivity at the
service hand-off points and the evolution of
the smart NIDs. Developments in whole-
sale and mobile backhaul networks are also
impacting advancements in high capac-
ity demarcation and aggregation; however
while different segments may pose different
requirements from 10G Ethernet NIDs, they

all follow a common principle: Deliver bet-
ter, highly sophisticated performance while
reducing capital and operational costs.

Anticipated trends in business, wholesale
and mobile communications are likely to
place even higher demands on such devic-
es. Uplink capacity in certain service points
will soon reach the 40G and 100G mark,
while next-generation value-added service
capabilities will be required to accommo-
date carriers’ and service providers’ need to
offset commoditization and price erosions.

Security, for example, is likely to turn into a
specialized offering for distributed networks
with critical applications, using tools that
are already available from Carrier Ethernet
technology today.

As the industry moves from technical SLAs
- defined by quality of service parameters
- to application-driven SLAs - defined by
quality of experience (QoE) of the user-
smart high-capacity Ethernet NIDs will have
to feature relevant capabilities accordingly.
And, as carriers cost pressures are unlikely
to disappear, these devices will also have
to be extra-smart to introduce TCO savings
through innovation.

Endnotes
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Your Mobile Device, Is It Secure?

By: Steven K. Berry
President & CEO
RCA — The Competitive Carriers Association

Today, it seems like everyone is using
mobile devices to make life easier --wheth-
er texting, posting to Facebook, tweeting,
sharing photos, or making the occasional
phone call! Half of U.S. mobile subscribers
now carry a smartphone. Mobile devices
have become such an integral part of
our lives that we've developed a term for
people who are afraid of being without their
phone — “Nomophobia.” With an increas-
ing ability to access information, so too
comes a greater threat of experiencing
a personal cyber-attack or downloading
malicious software (malware). As was the
case in the early desktop days, mobile is
the next frontier for hackers, cyber-spies,
and anyone looking access to your per-
sonal information.

There are many innovative ways we are
using our devices, including using the cam-
era to deposit a check at a bank. Financial
institutions will now accept deposits from
a photo taken right from our devices.
Many banks automatically log customers
out after a short period of time so if the
device is lost or stolen, sensitive banking
information is safe. But this protection is
not enough. Consumers are using devices
more each day to complete tasks formerly
done on desktop computers; but this is
not without a price. Similar to the threat
online, identity theft is a big risk if your
device is not password—protected and is
lost or stolen.

One of the biggest concerns for consumers
is trustworthiness of applications. 57% of
app users have uninstalled or not installed
an app due to security concerns. To spe-
cifically address this consumer concern,
CCA designed and developed a Carrier-
Branded Android App store. Apps are

pre-screened and approved, and carriers
utilizing the CCA App Store can give their

customers the assurance that their apps
are safe. As opposed to other app stores
that boast having 700,000 apps, we offer
subscribers a more predictable, genuine,
and reliable experience using a “quality vs.
quantity” approach. We feel that having a
few thousand pre-approved popular apps
will help consumers in the long-run and
will help mitigate potential security threats.

Another way consumers are being tar-
geted by security threats is through text
messaging SPAM campaigns. Over the
last couple of years, the number of mobile
messaging threats in the U.S has risen sig-
nificantly. 78% of all SPAM threats in 2012
were attempts at financial fraud. CCA is
working to provide a reporting tool for con-
sumers which would allow them to forward
suspicious messages back to their carrier.
These messages can then be tracked, fil-
tered and destroyed. Cyber-attackers are
targeting the least defended networks, and
spammers are causing subscriber frustra-
tion, complaints, and ultimately customer
churn. Giving consumers a way to help
report and stop these attacks makes for a
happy customer and a happy carrier.

In addition to providing tools for consumers
to protect themselves from cyber-attacks,
CCA is working closely with Members of
Congress and the FCC to ensure consum-
ers are aware that cyber-attacks are real.
We are working to make sure consumers
have the tools they need to help defend
themselves and their information. Sound
cybersecurity practices will be a market
differentiator for consumers in the months
ahead. Every competitive carrier must
review their security procedures, and CCA
will continue our work to ensure carriers
can easily and effectively protect network
data.
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Closer to the Customer- Extending the Data
Center across the WAN

By: Pam Dodge
Sr. Manager, Product Marketing
Brocade

| heard an interesting data point from a key
industry analyst, who spends a great deal
of time with Service providers. “By 2015
over 90% of all profitable traffic will travel 40
miles or less across the network to the end
user” This trend is as a result of the mobile
applications and content that consumers
are accessing for delivery to their phones,
tablets, PCs and all other media devices.
Since much of this data is being carried
to mobile devices there is extreme eco-
nomical pressure to deliver as close to the
customer as possible. Service providers

growth rates have failed to keep pace with
this increased traffic growth, and the result
is a profit squeeze that is forcing service
providers to rethink their business models
and network designs. As a result service
providers are in the process of transform-
ing their networks to be able to handle large
data within the metro and provide the ser-
vice velocity that is needed to satisfy their
customers

This network transformation spans across
the data center as well. The adoption of
cloud computing by service providers will
give them the agility they need for efficient
data delivery. Cloud computing is essen-
tially internet based computing which will al-
low their customers access to a number of
virtual services and resources that can be
exchanged between devices on demand.
The ‘internet cloud’ as it is known gets rid of
the need for any storage hardware thereby
allowing for a business’s infrastructure and
devices to be smaller, faster, and more en-
ergy efficient. Since CPU and storage costs
are falling much faster than WAN network
and routing costs, a topology shift is occur-
ring that will extend the data center across
the WAN.

The metro will function as the network hub
where the network will serve as the distribu-
tion point to deliver the services to the end
user and as such the data center is extend-
ed across the wide area network to provide
the large amounts of data that are delivered
via cloud services applications.

The combination of WAN Infrastructure and
virtual appliances form the foundation of a
computing environment in which resources
are pooled across local datacenters and
remote compute clouds interchangeably,
fluidly, and safely shared, tracked, and
charged-back to the user. The addition of
SDN technology will provide the orchestra-
tion to automate processes and resources
creating more efficient use of resources in
a dynamic way.

Brocade has also taken the lead in driving
technology innovation by providing service
provider data center architectures through
its VCS Ethernet Switching products which
serve as an enabler of cloud computing.
This architecture provides a simpler net-

work design within the data center and
100G connectivity. The Brocade MLXe
product family provides high speed Layer
2/3 transport across the network to the
customer. These high speed connections
ensure reliable, scalable delivery of cloud
applications to the edge. This solution pro-
vides key benefits within a Service Provider
data center which include, rapid and con-
sistent provisioning, disaster recovery, busi-
ness continuity, migration, fault tolerance,
high availability, multi-tenancy, security, and
data analytics between data stores. As an
industry leader in SDN technology, Brocade
provides SDN support through these prod-
ucts. With the deployment of SDN, service
providers will be able to automate many of
these network processes and develop dif-
ferentiated offerings to remain competitive
and cost effective.

The transformation within the network and
data center will enable service provid-
ers to position themselves closer to the
customer,achieve network profitability and
maintain leadership.
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Managing Density In The Data Center
These Steps Can Show You How

By Joshua Simer
Business Development Manager
TE Connectivity

Increasing capacity and network applica-
tions create new challenges for both the
planners who design and the operations
personnel who maintain the network. A
managed density approach that takes a
long-term view of the data center design is
the key to ensuring maximum density and
growth without disrupting operations that
can cause a huge drain on productivity,
profits and service availability. Success-
ful network managers should always take
the importance of planning and maintaining
data centers into account, to maximize den-
sity and minimize maintenance headaches.

How can this be accomplished?

The five key elements of maintaining man-
aged density in the data center are:

1. Planning

2. Installation

3. Cable Management
4. Accessibility

5. Reliability

Planning - Understanding how space and
layout affect manageability makes the
planning process more efficient. Physical
space, layout, cable fill rates, vertical and
horizontal cable ways and complete utiliza-
tion of your equipment ensures maximum
density and a fully deployed system.

Installation - Installing cabling using a cen-
tralized distribution system in a cross-con-
nect scenario where all cables are brought
to one area for maintenance, patching and
servicing. This provides maximum flexibility
when it is time to add, change or reconfig-
ure network elements.

Cable Management - The key to cable
management is to understand that the ca-
ble system is permanent and generic. Use
some planning to employ some principles
to ensure your data center network is highly
reliable and resilient. Bend radius protec-
tion, separated cable types, an ample and
intuitive cable routing system, rack man-
agement and slack storage as well as com-
mon rack frames are all good options for
proper cable management.

Accessibility - Can you get to your cables?
It is critical that you can easily access each
component within your data center. From
the cable in the pathway or ports in the rack

or cabinet — to defining routing paths that
make accessing individual cables much

easier, quicker and safer. Keep these
three points in mind. First, look for fiber
optic components that promote access to
individual adapters and connectors without
affecting adjacent components. Second,
selecting angled patch panels and cable
managers enables easy connector access
while reducing cable strain. Third, compo-
nents that offer rear access make field ter-
mination or splicing fast and efficient while
also providing a high-density termination/
splice solution for maximizing rack space.
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Reliability - Your network is a business
imperative and must be always on and
always up. Service disruptions affect rev-
enue. Your cabling must constantly support
the flow of data without errors that cause
retransmission and delays. How do you en-
sure 24/7 reliability? Use products backed
by a reputable vendor with guaranteed er-
ror-free performance. The current cabling
should support present bandwidth require-
ments and be ready for higher network
speeds as technology evolves.

Maximizing density is about more than just
the equipment you install. It includes a
comprehensive strategy in design, layout
and execution and begins with proper plan-
ning to address today’s needs and those
of the future. Understanding and following
proper philosophies for installation, cable
management, accessibility and reliability
will ultimately help in maintenance and per-
formance of your high-density network.

For more information about the five key ele-
ments for data center strategy and design
as well as more information about manag-
ing the density in your network visit: www.
te.com/telecom.
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. implementing
standards-based
approaches to data
center design can

mean significant cost
savings and prevent
potential fall-out from

service outages.”

By Jeff Hannah
Manager, Standards Development

Telecommunications Industry Association (TIA)

In recent years, the adoption of cloud com-
puting for both personal and enterprise use
has been dramatic. Gartner now estimates
that “by 2013, 60 percent of all enterprises
will have adopted some form of cloud com-
puting.” TIA’s 2013 Market Review & Fore-
cast estimates that U.S. spending on cloud
computing will reach $86 billion by 2016,
nearly double the 2012 spending figure of
$47 billion.

Clearly, when coupling enterprise cloud
trends and individuals’ cloud-based e-mail
accounts and video on-demand services,
such as Gmail or Netflix, cloud computing
is an integral part of everyone’s daily lives.

For cloud service providers and IT depart-
ments, providing the 24/7, on-the-go, on-
demand convenience of cloud computing is
essential to their business models. In order
to deliver the level of service expected by
users of cloud services, the proper design,
construction and administration of data cen-
ters is critical. To aid in ensuring uptime,
and to maintain redundancy of data and
scalability for future services, implementing
standards-based approaches to data center
design can mean significant cost savings
and prevent potential fall-out from service
outages. Recent events, such as Netflix’s
service outage — a result of a power out-
age at Amazon Web Services Virginia data
center — or the flooding of several serv-
ers located in Manhattan during Hurricane
Sandy, highlight the loss of business, quality
of service, and customer satisfaction when
proven, standards-based approaches to the
design of data centers are not implemented.

While these concerns are on the minds of
users of cloud computing, the adoption of
standards-based approaches to the design,
construction and administration of data cen-
ters is limited. Many cloud service providers
continue to develop their own proprietary
solutions to data center layout, cable admin-
istration and energy efficiency — often at a
high cost. Additionally, as cloud adoption
grows within the enterprise, IT departments
are racing to co-locate their data centers or
upgrade their existing single-tenant data
centers to scale to company demands and
reliably deliver services in a private or hybrid
cloud model. At a recent National Institute
of Technology (NIST) Cloud Computing &
Big Data Workshop, it was mentioned that

the biggest interoperability challenge for
cloud computing is not developing cloud
brokerages or APIs, but rather ensuring that
a cloud service provider does not go down.
Obviously, data center uptime is critical to
cloud computing.

To drive industry adoption of standards-
based approaches to data center design,
construction and administration the Tele-
communications Industry Association (TIA)
and its engineering committee, TR-42
Telecommunications Cabling Systems are
actively engaged in developing and revis-
ing the ANSI/TIA-942-A, Telecommuni-
cations Infrastructure Standard for Data
Centers standard. First published in 2005,
the document has grown from addressing
the design, installation and maintenance
of structured telecommunications cabling
within data centers to include requirements
related to the electrical, mechanical and ar-
chitectural design of data centers as well as
recommendations on the implementation
of security, fire protection and energy effi-
ciency systems. Applicable to both single-
tenant and multi-tenant data centers, the
TIA-942-A standard can be scaled to meet
the needs of both large cloud service pro-
viders and small enterprise IT departments.

By deploying a standards-based approach
such as TIA-942-A for data center design
and construction, companies can address
concerns regarding troubleshooting, admin-
istration, physical scalability and support
of future high speed networking protocols.
TIA-942-A enables users and designers to
more easily design their physical infrastruc-
ture to meet current and future networking
needs. Further, the commonality in nomen-
clature, design considerations and media
selection will improve flexibility for enterpris-
es seeking to procure hosting facilities or
to migrate to a cloud search provider. This
is_important, given the increased adoption
of hybrid cloud models. As Gartner notes,
“the extent that the enterprise continues to
build its own data centers, they will be in-
fluenced by the implementation models
used by cloud services providers.” By using
standards-based approaches, cloud service
providers and their clients can more easily
“talk” to one another based upon common
networking protocols.



Hosted Voice Provider?
Why Not Hosted Wireless LAN Too?

By Brandi Wheeler
Service Provider Marketing Manager
ADTRAN

Service providers who are delivering host-
ed voice services to their customers today
are in a perfect position to strengthen
their services portfolio with the addition of
hosted wireless LAN. Seamless wireless
access to a company’s network resources
via any WiFi®-enabled device across a
campus or multi-site environment is clearly
a need for the efficient business environ-
ment demanded today. For customers who
are presently utilizing hosted voice, the
addition of hosted wireless LAN is a simple
and logical next step to integrating busi-
ness efficiency with the latest technology.

Utilizing ADTRAN’s virtual wireless LAN
(VWLAN®) architecture where the con-
trol plane can be centralized anywhere,
including the network operations center

(NOC), and leveraging the multi-tenant
management features from a vWLAN
instance, service providers can offer a
hosted VWLAN product that becomes a
new reoccurring revenue opportunity that
is much more scalable — and profitable —
than traditional WiFi® service offerings.
With a software-based controller solution,
VWLAN can leverage existing data center
infrastructure by running on a hyperviser
such as VMware® or a virtual appliance.
This virtualized control offers unparalleled
scalability, ground breaking flexibility, sim-
plified administration, and substantially
lower OPEX, CAPEX, and Total Cost of
Ownership (TCO) for a wireless LAN solu-
tion. Additionally, VWLAN takes advantage
of intelligent access points that operate
a stateful firewall to enforce security at
the edge, never allowing potential secu-
rity risks to enter the network. By the way,
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the vVWLAN architecture seamlessly allows
for transitioning between service models
of hosted, managed, and resale—without
service interruption for the customer.

Intrigued? Take a look at your current
customer base, particularly those already
subscribing to hosted voice. Do they have
multiple sites, a campus environment, or
a distributed workforce? Are they seek-
ing a solution for the demand of utilizing
“pure wireless” devices (e.g. smartphones
and iPads) to conduct business or inte-
grate into the education environment? For
businesses that already have a wireless
LAN, ask if they are looking to upgrade
their WLAN to 802.11n technology. The
opportunity exists to bring a service solu-
tion of hosted VWLAN to market, allowing

service providers to become more closely
tied to customers, solving a current market
demand at an affordable price, and creat-
ing a new and profitable revenue source.

With Walker and Associates’ Managed
Wireless Service and ADTRAN’s
Bluesocket VWLAN products, service pro-
viders can begin offering a hosted vVWLAN
service immediately. Contact Walker or
ADTRAN today to learn how.
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Stoirfn Clovels

By Jerry James
CEO
COMPTEL

About the Author

Jerry James has
more than 40
years experience
in the communi-
cations industry.
He started his
career at South-
western Bell and
then worked as
a management
consultant for
Coopers and
Lybrand until
he co-founded the telecommunica-
tions consulting firm The Warner Whit-
ney Group Inc. in 1979. Then, as a
senior executive of network operations
at ClayDesta Communications, James
supervised the building of the first all-
digital network in Texas in mid-1980s.
He held other executive positions at
other well-known communications com-
panies until 2000, when he co-founded
and served as president of Grande
Communications, which constructed
Texas’ first fiber-to-the-hnome network
offering voice, data and video ser-
vices via “triple-play” bundle. During his
career, James has been active in policy
advocacy at the local, state and federal
levels. He helped found state associa-
tions for the competitive communica-
tions industry in several states, served
on the boards of national trade asso-
ciations and served as vice chairman
and chairman of COMPTEL. James
has served as CEO of COMPTEL since
June 2007.

Several factors are creating a perfect storm
that is spurring growth of the cloud market.
These include more ubiquitous Internet
and Wi-Fi access that enables individuals
to access what they want whenever and
wherever, as well as enterprises seeking
to reduce capex, simplify IT and make their
employees more productive. But becoming
a cloud provider isn’t as easy as opening
a data center or offering infrastructure or
software as a service to your customers.
You need to consider the impact of cloud
services on your organization, as well as
the bandwidth demands on your network.
In addition, there are an increasing number
of legal and regulatory concerns — such as
security and privacy — of which you need
to be aware as you go to market with your
cloud offerings.

“With New
Opportunities
Come Legal
and Regulatory
Concerns over
Data Security and
Privacy in the
Cloud”

The cloud as we know it today has evolved
from the early days of communications
industry competition when providers
— many of them COMPTEL members —
began offering innovative solutions that
included managed data services, host-
ing and data centers to provide network
redundancy, IT infrastructure and storage
for their enterprise customers. Competitive
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providers continue to play a vital role in the
cloud ecosystem, offering the underlying
data storage, connectivity, bandwidth and
enhanced cloud services for enterprises of
all sizes.

Today the cloud encompasses all forms
of outsourced data or information technol-
ogy — from traditional infrastructure and
software to platforms, applications and
business processes — delivered via pub-
lic, private, virtual or hybrid models. And
what resides in the cloud continues to
grow exponentially each day. Gartner Inc.
recently reported that the public cloud ser-
vices market alone was expected to grow
19.6 percent to total $109 billion worldwide
by the end of 2012, and is projected to
grow to over $206 billion by 2016. As
for what resides in the cloud, Mashable
recently estimated that the cloud now hosts
1 Exabyte of data, which is the equivalent
of 268.4 million 4GB flash drives.

If you are poised to enter the cloud mar-
ket, or are planning to expand the types
of cloud solutions your company offers,
you also must keep in mind that legal
and regulatory requirements that apply to
enterprises, or specific industry sectors, are
imposed on cloud providers as well.

At our COMPTEL PLUS Spring 2012
Convention in San Francisco, we host-
ed a half-day workshop called “Cloud
Computing: Exploring the Opportunities
and Overcoming the Challenges,” led by
the law firm Edwards Wildman Palmer LLP.
Part of that workshop focused on the many
challenges cloud providers face in terms of
legal and regulatory issues, with emphasis
on data security and privacy.

As a cloud provider, you are the custodian
of your clients’ data, including personal and
sensitive data that is subject to data protec-
tion laws. In most U.S. states, these laws
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impose data security and breach notice
obligations not only on the data owner, but
those companies — such as cloud provid-
ers — that maintain the data as well. Some
states go even further. Massachusetts, for
example, requires companies that possess
certain personal data on its residents to
comply with its more stringent require-
ments.

In addition to these more generic laws,
there are a patchwork of laws that apply
to cloud providers covering treatment of
personal information in various sectors.
These include the Gramm-Leach-Bliley Act
(GLBA) for the financial industry, Health
Insurance Portability and Accountability Act
(HIPAA) and Health Information Technology
for Economic and Clinical Health (HITECH)
in the healthcare sector, and the Children’s
Online Privacy Protection Act (COPPA),
which governs the collection of online per-
sonal information of children under age 13.

As a cloud provider in our global economy,
you also must consider foreign laws. For
example in January 2012, the European
Commission unveiled a draft European
Data Protection Regulation. This pro-
posed regulation is more stringent than the
European Union’s existing Data Protection
Directive, extending the scope of that law
to all foreign companies processing data of
EU residents and exacting severe penalties
for non-compliance. Other countries, such
as Argentina, Canada, Japan and Mexico,
have their own laws regarding protection of
personal information, should you be work-
ing with customers or hosting data about
residents living in those areas.

Cloud providers have a duty to protect cor-
porate data by providing appropriate and
reasonable administrative, technical and
physical controls, and ensuring confidenti-
ality, integrity, availability and authenticity of
corporate data. And cloud providers have
a duty to warn affected stakeholders and
appropriate government agencies about
data security breaches and material data
security risks.

Because of these legal and regulatory con-
cerns, when entering — expanding into or
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